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Abstract

This paper presents a technique to improves the perfor-
mance of algorithms that exploits visibility based analysis
in computer graphics, such as ray tracing. The presented
approach maintains a list of visible polygons for each and
every one of the polygons in the model as well as for, op-
tionally, thelight sourcesinthe scene. A pre-processing vis-
ibility analysis stage that is view-independent is computed
once per scene, creating a Visibility Data Sructure (VDY)
that becomes part of the model. This, before any visibility
intensive computer graphics algorithmtakes place. The ap-
proach presented may be combined with most accel eration
methods for ray tracing such as octree or voxel based spa-
tial subdivision. Furthermore, any algorithmthat requires
visibility computations can exploit the VDS, from Radios-
ity to NC machining. Though the presented technique is
fairly intuitive, it demonstrates the usability of a visibility
data structure of a scene.

1. Introduction

One of the most important image synthesis methods in
contemporary computer graphicsistheray tracing [4] tech-

nique, a scheme which can produce amost photo redlistic
images. Nonetheless, the ray tracing technique consumes
an excessive amount of time during the rendering process,
alimitationthat has been aleviated via numerous optimiza-
tion methods which we briefly survey here.

Bounding volumes - One of the first acceleration meth-
ods that has been used with the ray tracing agorithm. A
bounding volumeisavolumewhich completely containsan
object in the scene or a group of such objects. The main
idea behind this method is to replace objects in the scene
with an easy to compute volumes. The intersection test now
has two phases - the first involves a simple ray-volume in-
tersection test, and the second test with al the polygonsin-
side the volume, thus making significantly fewer computa-
tions than before. Whitted [11] used spheres as bounding
volumes, observing that they are the ssmplest volumes for
intersection tests. A more advanced technique which was
derived from the bounding-volumes, was the hierarchical
bounding volumes technique which was introduced by Ru-
bin and Whitted [7] as amethod to decrease time compl exity
by alogarithmic factor depends on the number of objectsin
the scene and their order. Later work by Kay and Kgjiya[6]
et. a., tried to tighten the volume so that aray intersecting
thebounding volumeisamost always intersecting the poly-



gonswithinit.

3-D spatial subdivision - much like the bounding vol-
ume method, this method also triesto reduce the time com-
plexity by eiminating unnecessary Ray-Surface Intersec-
tion (R.ST) testswith polygonswhich can not possibly inter-
sect with the ray. One of the first techniques devel oped fol-
lowing thisline, divided the space containing the scene into
voxelsand traversed the voxel salong theray, each time con-
sidering the intersections only with the polygonsin the vox-
elsthat are being traversed al ong the path. A more advanced
spatia subdivision technique exploits octal trees (octrees)
[5] torecursively subdividethe space into eight sub-regions.
This subdivisionis conducted until a maximum level of di-
visionisachieved or until thereisno more than one polygon
in the voxel. Using this technique, one can logarithmically
reduce thecomputationtime, for the samereason asthe hier-
archica bounding volumes. See[5, 2, 1] for other varieties
of spatia subdivisions. Other approachesto the spatia sub-
divisionuse ahierarchica uniform space division approach,
thus gain both the simplicity of the uniform space division
technique, and the speed of the octal trees technique by us-
ing arefined division. [12, 13].

First-hit - the ray tracing algorithm can & so be acceler-
ated when taking the viewpoint into consideration. Given
aview point, a scan-line algorithm can be used to sort out
the first polygon being hit by each first ray. (for more de-
tails see [10]). This technique reduces the amount of com-
putation time spent on the first-ray casting, to the leve of a
simple scan-line computation cost.

We have introduced three basic approaches to acceler-
ation of the ray tracing algorithm. More details on these
methods aswell as many other methods can be foundin [4]
and[9].

Consider a scene that is (mostly) static. When aray, R,
bounces off an object, O, only a subset of objects in the
scene might get hit by R. Because the scene is assumed
gtatic, one can, a-priori, compute the set of visible objects
that O can see. Clearly R might intersect only one of these
objectsthat are visibleto O.

Two fundamentd issues then need to be addressed. First
and foremost, how can one compute or even approximate
this Visibility Data Structure (VDS). In addition, assuming
the existence of the VDS, how can it be exploited in various

algorithmsthat require visibility computations.

While the notion of amodel istypically associated with
its geometry, other entities are also frequently considered
part of the model, such as the model’s topology, materia
properties and texture, etc. It only seems natural to expect
that theVDSwill also become part of the (static) model. Re-
search on visibility is not new, including in the context of
efficient rendering [8, 3]. This paper attempts to stress the
importance in the consideration of thisVDSa portion of the
modd.

In section 2, we introduce the concept of visibility be-
tween the polygonsin a given scene. In section 3, we use
this characteristics to reduce the time spent on RS'T test for
each reflected ray, for ray tracing. Our method does not dedl
with the first ray since thisray is view-dependent, and the
“First Hit" accel eration scheme can be employed in order to
reduce the computationtime at thisstage. Section 4 demon-
strates our modified ray tracer that exploitsthe VDS on sev-
eral different scenes, while we conclude in section 5.

2. The Construction Of TheVDS:

2.1. Overview and Definitions:

Definition 1 point p seeobject O, iffthereexist a
point ¢ € O such that the line segment pq inter-
sects no other object in the scene.

Definition 2 Apointset D C R" iscalledavisi-
bility domain if every two pointsp, ¢ € D seethe
same set of objectsin the scene.

Consider line segments P; in IR? or polygons P; in IR®:

Lemmal Given an n-dimensional scene, n =
2, 3 with m line segments (polygons), the digoint
partitionof IR into visibility domainshasat most
O(m*) domains.

proof: Giventwopolygons, P, and P,, IR* issubdivided
into three visibility domains. One domain whereonly P; is
visible, one domain where only P, is visible, and one do-
main whereboth are visible. These threedomainsareddin-
eated using aconstant number of linesin R? (planesin R?).
Givenm polygons, we are presented with O(m?) such lines



(planes). O(m?) linesin R® (planesin R?) can intersect
in a most O(m*) different points (lines). In general posi-
tion, each of the O(m*) intersection points (lines) is shared
by four neighboring visibility domains. Each visibility do-
main employs at least one intersection point (ling). Hence,
the number of visibility domainsisalso bounded by O(m*).
|

The partition imposed by Lemma 1 is most likely to be
overly refined because different domains might share the
same set of visible polygons. In Figure 1, al the visibility
domain inside the circle share the same set of visible poly-
gons. Nevertheless, the bound is hard and in Figure 1 the
seven segments in the figure cast 7 « (7 — 1) * 2 infinite
lineswith none being parallel. DuetothisO(m*) complex-
ity, the visibility of any scene whichis moderately complex
isintractableto compute. While numerous approaches exist
[14, 15, 16] to heurigtically resolve the visibility question,
we select in this work a simple method mainly in order to
demonstrate its potential capabilities on the computational
efficiency, for example, in ray tracing. This method can be
further devel oped and combined with other visibility meth-
odsin order to achieve better resultsin time and space com-
plexity.

Definition 3 Polygon P; is invisible to polygon
P iff Vp € P; and Vg € P; thelinepg intersects
some polygon Py. If P; isinvisibleto P; then P;
isinvisibleto P;. Thisrelation is symmetric.

Before we can describe our approach in details, we must
define the following:

1. Let ¥ bethe set of dl polygonsin the scene.
2. Let P; € X denote apolygonin the given scene.
3. Let £; bealight source in the scene.

4. LetT; C X bethe set of polygonsthat are considered
visiblefrom apolygon P;, or alight source £;.

Hereafter, assume that every scene hasits VDS that pro-
videsfor every polygon P; € X and possibly for every light
source £, thelist of itsvisible polygonsT';.
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Figure 1. The complexity of computing all the
visibility domains of a given scene is O(m?),
where m is the number of segments or poly-
gons in the scene.

Definition 4 AVDSissaid to be conservative iff
for every two visible polygons P; and P; in the
scene, P; € I'; and P € 1.

Consider theextreme casefor which T'; = X for all poly-
gons, P;, inthe scene. While highly conservative, this con-
structionisavalid VDS,

Our approach to approximate the VDS exploitsthis con-
servative methodology. We indeed start by settingI'; = X
for al polygonsin the scene. We then attempt to remove
hidden polygons from P;’s visibility data structure I';, us-
ing singlepolygonsin the scene as occlusion buffers. Doing
s0, enables one to alleviate the complexity of the problem
down from O(m*). In contrast, in order to find the exact
VDS solution of each polygon in a given scene, one must



test each polygon against each of the O(m*) domains, rais-
ing the total complexity even higher. Hence, the exact so-
lution is practically intractable. By computing the approx-
imated VDS of occlusions of single polygons, we signifi-
cantly reduce thiscompl exity whileremaining conservative.
Itisclear that with thisreduction of the complexity, weaso
give up efficiency due to polygons which will be included
in the VDS athough they are actualy occluded by severa
polygons simultaneously, in the scene.

Two types of visibility testing are conducted during the
VDS congtruction. The first involves the reduction of the
amount of polygonsthat are considered visiblein each poly-
gon’'sT';. The second triesto reduce the amount of polygons
ineach T'; of the light sources, thus aiming at the reduction
of theamount of light rayswhich will be cast during, for ex-
ample, image ray tracing process.

The first type of visibility test employs two main stages
that are denoted the’ Half Space Visibility Test’” and the’ Vol -
ume Containment Test’, whilethe second typeemploysonly
a’VolumeContainment Test’. StartingwithT; < X —{F;}
foreach P, and T'; < X for each £;, we use in each stage
a different approach to reduce the number of polygons that
are actualy visiblein T'; for each of the polygonsand light
sources in the scene.

While the VDS can significantly increase the memory
that is required to store geometric models, at the worst case
one needs to invest one bit for each (in)visible polygonin
I; list of P;. Therefore, for example, for a scene with
10000 polygons, the memory requirements are bounded
fromaboveby ~ 12 megabytes. Nevertheless, itisclear that
inlarge scenes, thelevel s of occlusionsare going to be quite
high, typically over 90%, and therefore the size of the VDS
can be made much smaller by using different representation
schemes such as hash table of indices.

2.2. Half-Space Visibility Test

This stage eiminates from I'; dl polygons P;, thet are
completely behind the plane containing the polygon P;.
Thisback-face culling stage appliesonly to the computation
of thevisibility of polygons, andisnot used on light sources.
An example of thetest is shown in Figure 2.

Foreach P; € T';, P; isbehind P; iff dl theverticesof P;

Ray Pol ygon Pi

Pol ygon Pj

Pol ygon Pk

Reflected
Ray

Figure 2. Polygon P; is behind polygon P; and
so no ray can be reflected from P; and hit P},
while polygon P; can be hit by a reflection as
is shown.

are behind the plane of P; (see Figure 2), atest that can be
easily carried out using the signed result of substituting each
of thevertices of P; into P;’splane equation. Thistest does
not perform any occlusion test by other polygons, it only at-
tempts to validate the possibility that 7; can be hit by are-
flected ray from P;.

In summary of thisstage,

Algorithm 1 Half Space Misibility Test of Polygons.
For all P, € ¥ do
I, <X —{P};

For all P, € ¥ do
For all P, € T'; do
If P isbehind P;'s plane then
I<T;, —{F};

Thetime complexity of thisstageequal O(m?), wherem
isthe number of polygonsin the scene.

2.3. Volume Containment Test

The Half-Space testing stage of the visibility agorithm
eliminates approximately half of the polygons. Here, we
continue to further improve that result, yet remaining con-
servative. We assume that the polygonsin the scene are al
convex polygons. Otherwise, they can all be decomposed
into convex polygons.

We gtart by approximating the T'; list of light source £;,



and then continueto consider the computation of theT'; list
of polygon P;, in the scene.

Approximating the IT'; list of a Light Source: Denote
by ¢, I = 1,7 thel'th edge of polygon P;. Given a point
light source £; at location O;, and a convex polygon P;,
compute the equationsof the pl anesP{ L through O; and eé ,
so that the positive side of the equation of P7' contains P;.
Let 7?;7 % be the plane containing polygon P; 0 that the neg-
ative side of the equation of P/° contains O;.

Denote the shadow volume of P; and £; as theintersec-
tion of al the haf-spaces which are created by the planes
P;ﬂ, 1 =0,rhby,

sV =P )
=0

Clearly, SVZ? isconvex asit istheintersectionof convex
objects (half spaces). Denoteby vl | = 1, r thel'th vertex
of polygon P;. Then,

Lemma?2 Ifall theverticesv! of polygon Py sat-
isfy v}, € SV,”7, VI = 1,r then P, isinvisibleto
L;.

Proof: Both P, and SVZ 7 are convex. Therefore any
convex combination of v%, I = 1,r must be contained in
SVZ 7. Ontheother hand, al pointsp € P, areconvex com-
binationof v!, I =1,7. W

Thisresult is not constraint to point light sources. For a
directional light source, SVZ 7 issimply the extrusion of P;
inthe direction that is prescribed by £;.

Finally, it should be noted that SVZ ’ need not be com-
puted explicitly and the containment of vertex v in SVZ I
can be verified by testing the sign of the substituted vertex
into al the equations of al the planes that form Svjj. In
summary, the visibility test for light sources,

Algorithm 2 Shadow Volumes of Light Sources.
For all £; € Scene
I, <%

Forall P; € ¥ do
Construct SVZ 7 from £; and Pj;
For all P, € I'; do

(A (B)

Pol ygon Pj Pol ygon Pj

Pol ygon Pk

Pol ygon Pi Pol ygon Pk | Pol ygon Pi

Figure 3. Figure (A) shows the case of two
polygons which are invisible to one another
due to a complete occlusion by polygon P;,
while in (B) Polygons P; and P are visible by
our definition because polygon P; does not
occlude them completely.

If P. C SV, then

The time complexity of this stage for one light source is
O(m?), where m is the number of polygons.

Approximatingthe I'; list of a polygon: For theT'; list
of alight source, we have considered only one projection
point which was thelight source’s origin or direction. Here,
we must consider dl pointson the surface of a given poly-
gon P; (see Figure 3).

Given two convex polygons P; and P;, construct the
shadow volumes SVUI,DJ' for al verticesv!, I = 1, r of poly-
gon P;,inasimi Iarwéy to the construction of a shadow vol-
ume between apoint light source and a polygon. Denotethe
intersection of these shadow volumes by,

SV =SV )
=1 '
Again, because dl SVUI,DJ' are convex, S0 istheir intersec-

tion, SV,,”. Then,

Lemma3 Polygon P isinvisibleto P; if there
exist a polygon P;, such that P, is contained in
SV,? (see Figure 4).

Proof: Consider apoint p € P; and construct a shadow
volume from p through polygon P;, SVpP 7. Because p isa
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Pi's vertices toward Pj
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Figure 4. An example of a shadow volume that
is created for polygon P; by polygon P; (the
occluding polygon). The volume itself starts
from polygon P; and through the plane to in-
finity.

convex combination of v}, SV’ C SV, 7. We know that
P C Sv;fj and therefore P, C SV,””. Then, P, must be
contained in all shadow vqumesSVij, fordl p € P;, and
hence P, must beinvisibleto P;. &

In summary:

Algorithm 3 Shadow Volumes' Msibility Test
of Polygons.
For all P, € ¥ do
For all P; € I'; do
Construct SV,f 7
Forall P, e I';,k #14, jdo
If P, C SV}, then
begin
I<T, —{F};
I'y Ty — {B};
end;

The Complexity of thisstep isclearly O(m?) wherem is
the number of polygonsin the scene.

2.4. Optimizations

While the VDS is computed only once per scene, are-
ductioninthe computational cost of theVDSistill desired.
With a time complexity of O(m?) where m is the number
of polygonsin the scene, the approach continues to be too

dow, especialy in complex scenes. This cost can be im-
mensealy reduced by exploiting a heuristic which takes into
account the locationswhere occlusions might occur. Occlu-
sionsare likely to occur by large polygonsin the scene, and
between polygons that are relatively close to one another.
With that inmind, thelist of polygonsiskept sorted by area.
The user can now specify athresholdfor an allowed ratio be-
tween polygons. Given two polygons 7; and P; inthescene,
the distance between the two polygons as well as their ar-
eas are compared against thisthresholdin order to determine
whether or not to conduct a shadow volume occlusion test
between the two. This heuristic may reduce the amount of
occlusion tests in cases where polygons are far away from
each other or are too small in relation to the average poly-
gons area. A similar heuristic may be employed for occlu-
sion tests of light sources.

It is, however, important to notice that these introduced
heuristics preserve the correctness of the conservative VDS
construction algorithm. Thisreduction in the number of oc-
clusion tests can only enlarge the number of the polygons
ineach I'; ligt, and possibly affect the origina performance
during the exploitationof the VDS by, for example, ray trac-
ing. Nonetheless, with the use of the sorting heuristic, re-
ductionsof more than a magnitudein computation time dur-
ing the construction of the VDS have been observed, and yet
theaverage I'; list increased by only 1%.

This section proposed a conservative approach to the
computation of the VDS, While simple to construct, this
highly conservative VDS has significant effect on the reduc-
tion of the computational costs of algorithmsthat depends
onvisihilitytesting such asimageray tracing asweare about
to demonstrate in the next section.

3. Ray Tracing Using VDS

We now consider one way to combine and employ the
VDS in image ray tracing applications. For each ray, R,
that isreflected from polygon P;, one needsto consider only
P; el'; against R.

Assume that the ray tracer employsaspatia subdivision
scheme such as an octree data structure. let ©; be the poly-
gons' list of voxel ! of the octree. On each entry of R into
voxel [, for each P, € €, an RST test isconducted only if



P, e . If P, ¢ Ty, Py isinvisibleto P;, and so P, can
not be hit by any ray reflected from P;.

For shadow computation, alight-ray R needsto betraced
between the given light source, and some pointp € P;. If
an intersection is detected before reaching P;, point p isin
shadow. TheT; list of thelight source can improvethistest,
by testing first if thepolygon existsin T'; of the current light
source, and skip theray traversd if the polygonisinvisible,
immediately deducing that the point on P; isin shadow.

In summary of this acceleration step:

Algorithm 4  Shadow Computation Using the VDS,
For each point p € Py.
For all light sources £; do
If P, € T; then
Trace a ray toward £; to test for
occlusion of p from £;;
ese
p isin shadow with respect to £;;

4. Examples and Perfor mances:

In this section, we present some resultsof ray tracing ac-
celerationwiththeVDS. All the scenes were tested with one
or two light sources and both testswhere conducted with and
without shadow generation.

Wehave considered three scenes. Thefirst oneisdenoted
the Open scene and containsa shelf with threetespots above
it. The teapots are partialy occluded by stands. Another
teapot can befound bel ow the shelf (see Figure5). Inascene
likethis, one can expect a high degree of occlusion of poly-
gons, and a moderate number of occlusions from the light
sources. Inthisscene, again of upto40%inray tracingtime
have been observed due to the exploitation of the polygo-
nal VDS, and only a few percent due to the light sources
VDS. Thisresult isunderstandabl e considering that thelight
sources see most of the polygonsin the scene, thusthe VDS
of thelight sourcesisrarely beneficial. All thedescribed re-
sultsrefer to the times of each of the occlusion stages sepa-
rately.

The second sceneissimilar to the Open scene, except for
the walls that were added around the scene in order to al-
low greater level for reflectance. In thisscene, again of ap-
proximately 30%in ray tracing time have been observed due

Figure 5. The Open scene of several Utah
Teapots separated by stands

to the exploitation of the polygonal VDS. Thisclosed scene
can be seen at Figure 6.

Thethird scene isdenoted the Room, and ismore genera
(see Figure 7). The gain in computation time is about 18%
dueto the exploitation of the polygonal VDS and only afew
percent due to the light sources’ VDS.

Table 1 presents the ray tracing times, while Table 2
shows the time of the pre-processing stage, and the average
number of occluded polygonsinthe VDS.

One can think of models such as architectural buildings,
where the accel eration will be much more significant dueto
the higher levels of occlusion. Even in the relatively sim-
ple scenes we have presented, the average occlusion of the
polygons was above 90%.

5. Conclusions

We presented a method that can be used in static scenes
toward the accel eration of photo-realism rendering based on
theray tracing algorithms. Reductions of 10% to 40% were
found in practice.

Theray tracing applicationis one example for the use of
thisvisibility paradigm and the VDS extension to the notion
of a“mode”. Other applications in the field of computer
graphicsand modeling can employ theVDSjust aswell. For
example, the Radiosity method can employ the VDS in or-
der to reduce the amount of elements each patch is consid-
ering on it'shemicube, before getting to the rendering stage.



Scene Number of Shadows | No VDS | Polygonal VDS | Light Source VDS | Combined VDS
Light Sources (Relative Time) (Relative Time) (Relative Time)

Closed 1 no 149.32 89.18 (60%) - -

Closed 2 no 153.96 95.41 (62%) - -

Closed 1 yes 352.73 295.62 (84%) 351.9 (100%) 294.8 (84%)

Closed 2 yes 724.15 665.63 (92%) 712.0 (98%) 660.3 (91%)

Open 2 no 41.82 28.97 (69%) - -

Open 2 yes 84.16 69.04 (82%) 79.45 (94%) 64.66 (77%)

Room 2 no 309.10 257.04 (83%) - -

Room 2 yes 432.43 379.41 (88%) 430.26 (99%) 376.96 (87%)

Table 1. Ray tracingtimings. Shown here, are the results of the ray tracing stage on the three scenes.
All the results are in seconds. All times were measured on a 166Mhz Pentium machine on top of the
Windows NT 4.0 operating system.

Scene Totd Number | Voxels | Polygonal VDS | time | LightsVDS | Time
of Polygons (invisibles) (invisibles)

Closed scene 8160 20° 8115.3 416.9 5630 114.3

Open scene 8088 203 7903.8 319.24 5630 1141

Room 3307 303 30724 974.23 939 18.25

Table 2. VDS computation: Presented herein are the computation time of the polygonal as well as the
light sources’ VDS. Also presented are the number of polygons that are found to be invisible, on the
average, for each polygon and light source. All the scenes represented in the table contain one light
source in the middle of the scene. All the results are in seconds. All times were measured on a
166Mhz Pentium machine on top of the Windows NT 4.0 operating system.

-

Figure 6. Similar scene to Figure 5that is em- Figure 7. An image of the Roomwith two light
bedded in a reflective closed box. Denoted sources.
the Closed scene.

bility analysis techniques such as Cellsand Portals[14, 15,

For NC-machining verification, the VDS can a so beused to 16], thus reduce both the overhead in the computation time,
more efficiently detect collisionswith the moving tool. and the size of the data structure of each polygon.

The visibility analysis technique presented hereisfairly Finally, we would like to emphasize the importance of

simple. Never the less, it can be combined with other visi- embedding a data structure similar to the VDS into com-



puterized geometry models. Much like color and texture at-
tributes, the visibility data structure is an intrinsic property
of the model that should be treated as such.
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